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Abstract: The purpose of this summer research is to design an algorithm through the means of C programming language using the libraries OpenMP to compute Matrix Multiplication efficiently. Using the libraries of OpenMP and some of its functions, we can optimize the speed up of the algorithm we are to write which will compute the matrix multiplication. We first start by writing a simple program which computes a predetermined matrix and shows the results. On the Bio-grid server, we then compile and execute our code. At this point it still uses a single core to compute the matrix multiplication. Later on, we add the openMP library and add some OpenMP functions to our code to parallelize the computation; which will allow more than one core of a processor, in our case, the Bio-grid head node computer to use all its four cores to compute the resulting matrix. We then test the run time of our program, we add a timer function to our code which keeps track of the time it took for the Bio-grid head node computer to do the parallelization. We do so First without the openMP code, and then with the OpenMP code. We will conduct separate trials for each input matrix size. We will systematically record each matrix input size and conduct 5 trials for each input size and record the time it took for the Bio-grid Head node to parallelize the matrix multiplication. The Bio-grid cluster has a head node computer and 11 child node computers. In order to access and utilize the cores of the child node computers to compute matrix multiplication we need to add the MPI library to our code. As mentioned earlier, in our experimental data we will have two separate categories. The first one is a simple matrix multiplication code. The second category is openMP with matrix multiplication. This will allow us to compare the speedup of our algorithm when more than one core of a processor is used.
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1. Introduction

1.1 Multi-core architectures

A processor is basically a unit that reads and executes program instructions, which are fixed-length typically 32 or 64 bit or variable-length chunks of data. The data in the instruction tells the processor what to do. The instructions are very basic things like reading data from memory or sending data to the user display, but they are processed so rapidly that we experience the results as the smooth operation of a program.

A core is the part of the processor which performs reading and executing of the instruction. Single core processors can only execute one instruction at a time. However as the name implies, Multi-core processors are composed of more than one core. A very common example would be a dual core processor. The advantage of a multi-core processor over a single core one is that the multi-core processor can either use both its cores to accomplish a single task or it can span threads which divided tasks between both its cores, so that it takes twice the amount of time it would take to execute the task than it would on a single core processor. Multi-core processors can also execute multiple tasks at a single time. A common example would be watching a movie on windows media player while your dual-core processor is running a background virus check. Multi-core is a shared memory processor. All cores share the same memory. All cores are on the same chip on a multi-core architecture.

1.2 OpenMP library

The OpenMP library is an API (Application Programming Interface) for writing shared memory parallel applications in programming languages such as C, C++ and FORTRAN. This API consists of compiler directives, runtime routines, and Environmental variables. Some the advantages of OpenMP includes: good performance, portable (it is supported by a large number of compilers), requires very little programming effort and allows the program to be parallelized incrementally. OpenMP is widely available and used, mature, lightweight, and ideally suited for multi-core architectures. Data can be shared or private in the OpenMP memory model. When data is private it is visible to one thread only, when data is public it is global and visible to all threads. OpenMP divides tasks into threads; a thread is the smallest unit of a processing that can be scheduled by an operating system. The master thread assigns tasks unto worker threads. Afterwards, they execute the task in parallel using the multiple cores of a processor.
2. Our approach to solve the problem

We first familiarized ourselves with the concepts of parallel programming before jumping into the details. We first browsed through the OpenMP official website to learn about multi-core architecture, how parallel processes are run on a multi-core architecture. Then we took a sample C program which executes a sample matrix multiplication problem. We then took that matrix code and modified it by adding the OpenMP libraries and OpenMP functions. We further added a timer function to calculate the total time it took for the processor to compute the final matrix. We then ran into a problem, which was we were unable to give a matrix input beyond 1000*1000. We ran into an error called “Segmentation fault”. So we had to dynamically allocate memory for the matrix and then free the space we created to solve this problem so that the program, when it is ran, accepts matrix sizes of very large inputs. This mechanism is necessary for our purposes because with large input matrix sizes it is clearer to see the differences in speedup of our OpenMP algorithm versus matrix multiplication without openMP algorithm.

3. Experimental Results and analysis

3.1 runtime comparison

<table>
<thead>
<tr>
<th>Trial #</th>
<th>(500<em>500)</em>(500*500)</th>
<th>(700<em>700)</em>(700*700)</th>
<th>(1000<em>1000)</em>(1000*1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.52 seconds</td>
<td>4.24 seconds</td>
<td>12.64 seconds</td>
</tr>
<tr>
<td>2</td>
<td>1.51 seconds</td>
<td>4.28 seconds</td>
<td>12.65 seconds</td>
</tr>
<tr>
<td>3</td>
<td>1.59 seconds</td>
<td>4.30 seconds</td>
<td>12.64 seconds</td>
</tr>
<tr>
<td>4</td>
<td>1.56 seconds</td>
<td>4.27 seconds</td>
<td>12.57 seconds</td>
</tr>
<tr>
<td>5</td>
<td>1.55 seconds</td>
<td>4.28 seconds</td>
<td>12.62 seconds</td>
</tr>
<tr>
<td>Average runtime:</td>
<td>1.546 seconds</td>
<td>4.274 seconds</td>
<td>12.624 seconds</td>
</tr>
<tr>
<td>Worse case Runtime:</td>
<td>1.59 seconds</td>
<td>4.30 seconds</td>
<td>12.65 seconds</td>
</tr>
</tbody>
</table>
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Table 2: Total runtime to compute final matrix without openMP (part2)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24.69 seconds</td>
<td>156.28 seconds</td>
<td>542.79 seconds</td>
</tr>
<tr>
<td>2</td>
<td>24.43 seconds</td>
<td>156.14 seconds</td>
<td>542.96 seconds</td>
</tr>
<tr>
<td>3</td>
<td>24.31 seconds</td>
<td>156.20 seconds</td>
<td>542.97 seconds</td>
</tr>
<tr>
<td>4</td>
<td>24.57 seconds</td>
<td>156.08 seconds</td>
<td>543.08 seconds</td>
</tr>
<tr>
<td>5</td>
<td>24.44 seconds</td>
<td>156.24 seconds</td>
<td>543.95 seconds</td>
</tr>
</tbody>
</table>

Average runtime: 24.488 seconds 156.188 seconds 543.15 seconds

Worst case Runtime: 24.69 seconds 156.28 seconds 543.95 seconds

Table 3: Total runtime to compute final matrix with openMP (part 1)

<table>
<thead>
<tr>
<th>Trial #</th>
<th>(500<em>500)</em>(500*500)</th>
<th>(700<em>700)</em>(700*700)</th>
<th>(1000<em>1000)</em>(1000*1000)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.53 seconds</td>
<td>1.38 seconds</td>
<td>3.79 seconds</td>
</tr>
<tr>
<td>2</td>
<td>0.55 seconds</td>
<td>1.81 seconds</td>
<td>3.80 seconds</td>
</tr>
<tr>
<td>3</td>
<td>0.51 seconds</td>
<td>1.35 seconds</td>
<td>3.80 seconds</td>
</tr>
<tr>
<td>4</td>
<td>0.55 seconds</td>
<td>1.38 seconds</td>
<td>3.78 seconds</td>
</tr>
<tr>
<td>5</td>
<td>0.54 seconds</td>
<td>1.35 seconds</td>
<td>3.84 seconds</td>
</tr>
</tbody>
</table>

Average Runtime: 0.536 seconds 1.454 seconds 3.802 seconds

Worse Case Runtime: 0.55 seconds 1.81 seconds 3.84 seconds
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Table 4: Total runtime to compute final matrix with openMP (part 2)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.38 seconds</td>
<td>44.00 seconds</td>
<td>152.02 seconds</td>
</tr>
<tr>
<td>2</td>
<td>7.70 seconds</td>
<td>44.04 seconds</td>
<td>152.02 seconds</td>
</tr>
<tr>
<td>3</td>
<td>7.45 seconds</td>
<td>44.01 seconds</td>
<td>152.00 seconds</td>
</tr>
<tr>
<td>4</td>
<td>7.49 seconds</td>
<td>44.00 seconds</td>
<td>151.96 seconds</td>
</tr>
<tr>
<td>5</td>
<td>7.38 seconds</td>
<td>44.01 seconds</td>
<td>152.04 seconds</td>
</tr>
<tr>
<td>Average runtime:</td>
<td>7.48 seconds</td>
<td>44.012 seconds</td>
<td>152.008 seconds</td>
</tr>
<tr>
<td>Worse case Runtime:</td>
<td>7.70 seconds</td>
<td>44.04 seconds</td>
<td>152.04 seconds</td>
</tr>
</tbody>
</table>

Table 5: Speedup calculations based on average runtime

<table>
<thead>
<tr>
<th>Matrix input size(n<em>n)</em>(n*n)</th>
<th>Without OpenMP</th>
<th>OpenMP</th>
<th>Speedup increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>500*500</td>
<td>1.546 seconds</td>
<td>0.536 seconds</td>
<td>2.884x</td>
</tr>
<tr>
<td>700*700</td>
<td>4.274 seconds</td>
<td>1.454 seconds</td>
<td>2.938x</td>
</tr>
<tr>
<td>1000*1000</td>
<td>12.624 seconds</td>
<td>3.802 seconds</td>
<td>3.320x</td>
</tr>
<tr>
<td>1200*1200</td>
<td>24.488 seconds</td>
<td>7.48 seconds</td>
<td>3.274x</td>
</tr>
<tr>
<td>2000*2000</td>
<td>156.188 seconds</td>
<td>44.012 seconds</td>
<td>3.549x</td>
</tr>
<tr>
<td>3000*3000</td>
<td>543.15 seconds</td>
<td>152.008 seconds</td>
<td>3.573x</td>
</tr>
</tbody>
</table>
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Table 6: Speedup calculations based on Worse case runtime

<table>
<thead>
<tr>
<th>Matrix input size(n<em>n)</em>(n*n)</th>
<th>Without OpenMP</th>
<th>OpenMP</th>
<th>Speedup increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>500*500</td>
<td>1.59 seconds</td>
<td>0.55 seconds</td>
<td>2.891x</td>
</tr>
<tr>
<td>700*700</td>
<td>4.30 seconds</td>
<td>1.81 seconds</td>
<td>2.376x</td>
</tr>
<tr>
<td>1000*1000</td>
<td>12.65 seconds</td>
<td>3.84 seconds</td>
<td>3.294x</td>
</tr>
<tr>
<td>1200*1200</td>
<td>24.69 seconds</td>
<td>7.70 seconds</td>
<td>3.206x</td>
</tr>
<tr>
<td>2000*2000</td>
<td>156.28 seconds</td>
<td>44.04 seconds</td>
<td>3.549x</td>
</tr>
<tr>
<td>3000*3000</td>
<td>543.95 seconds</td>
<td>152.04 seconds</td>
<td>3.578x</td>
</tr>
</tbody>
</table>

Figure 1: OpenMP versus without OpenMP final matrix computational time (Average case)
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3.4 further analysis

It should be well noted that with openMP, you can set the number of threads to any specified number you want. For example, you can set the number of threads to one. An interesting scenario arises; the computation of the result matrix takes longer using OpenMP with one thread than it does without OpenMP. Another interesting point to note, as we have seen based on the results, as we increase the number of threads, with OpenMP, the speedup is significantly faster than in comparison to using only four threads. When more than four threads are used, the result matrix is computed sequentially rather than in parallel. With four threads, each core is assigned a thread with OpenMP. However, with more than four threads, each core is assigned multiple threads.

4. Conclusion

Clearly, as the input size is increased, the difference between the total times it takes the Bio-grid head node computer to compute the final matrix with the OpenMP code and without the OpenMP code increases significantly. As expected the speedup is up to four times, with the
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small amount of trials we have conducted our best speedup was about 3.578 times, which is almost close to the ideal 4 times using four cores of a processor to compute the final matrix instead of one. Had we chosen to include even a larger matrix, based on the graphs and tables, the speedup would have been as close to 4 times. Therefore, as the number of input size approaches infinity the speedup of our algorithm with OpenMP in comparison to without OpenMP would approach 4 times, as expected.

5. Future work

If we were to extend this project, we would add the MPI library to our existing code. We will add some MPI functions to send the matrix initialization tasks and computation tasks to multiple processors. For comparison purposes, first we would just get a working version without openMP library. Using the Bio-grid cluster, we can use up to 11 processors to compute the resulting matrix. In the best case, this should be up to 11 times faster than matrix multiplication without OpenMP code. We would then rename that C file and call it Matrix multiplication with MPI only.

Once we are successful, we can now add OpenMP to our MPI code and now this will allow each processor to utilize its four cores to compute the final result matrix. In the best case scenario, our speedup would be 44 times faster than matrix multiplication without OpenMP or MPI. Each of the processor in the Bio-grid Cluster contains four cores. This is how in the best case $11 \times 4 = 44$, we may be able to observe a speedup up to Forty-four times faster than computing the result matrix without OpenMP or MPI.

Once this is established, we will test the run time of our program like previously. We then increase the input size of our Matrix. We will then compare results of speedup of our code in regards to single core, using Only OpenMP, MPI Only and using a hybrid parallelization of OpenMP and MPI.

Now we extend our problem from Matrix multiplication to a computational biology problem. Using our algorithm, we will identify “Boolean networks and related biological networks based on Matrix multiplication and fingerprint function.” The Bio-Grid research advisor, Dr. Huang, will give me research papers to read and help me understand and analyze this problem. This is to be done under independent study which fulfills a professional requirement for an undergraduate student prior to graduating from the University of Connecticut in the Computer Science department!
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8. Appendix/additional data collected during experiment

No OpenMP + matrix multiplication

1000*1000 matrix takes 13 seconds to compute
2000*2000 matrix takes 156 seconds to compute
1200*1200 matrix takes 25 seconds to compute
700*700 matrix takes 5 seconds to compute
1300*1300 matrix takes 36 seconds to compute
1500*1500 matrix takes 63 seconds to compute
3000*3000 matrix takes 513 seconds to compute

OpenMP + matrix Multiplication (with printing message: (thread x did row y)) (overall synchronization time)

1000*1000 matrix takes 4 seconds to compute
2000*2000 matrix takes 44 seconds to compute
1200*1200 matrix takes 8 seconds to compute
700*700 matrix takes 1 second to compute
1300*1300 matrix takes 10 seconds to compute
1500*1500 matrix takes 18 seconds to compute

OpenMP + matrix Multiplication (no printed message) (overall synchronization time)

1000*1000 matrix takes 4 seconds to compute
2000*2000 matrix takes 44 seconds to compute
1200*1200 matrix takes 7 seconds to compute
700*700 matrix takes 2 seconds to compute
1300*1300 matrix takes 11 seconds to compute
1500*1500 matrix takes 18 seconds to compute
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3000*3000 matrix takes 152 seconds to compute

1000*1000 takes 3.98 seconds using 200 threads!

3000*3000 takes 148.17 seconds using 200 threads!

source code (Matrix Multiplication without OpenMP)

```c
/*objective:
matrix multiplication in dynamic way */
#include <stdlib.h>
#include <stdio.h>
#include <time.h>
#include <float.h>

int main()
{
    int **a,**b,**c;
    //int c[3][3];
    int a_r,a_c,b_r,b_c;
clock_t start,end; /* variables to store time difference between
                      start of paralleization and end of parallelization */
double dif; /*variable to calculate the time difference between the parallelization */
int i,j,k;
//clrscr();
again:
printf("\nenter rows and columns for matrix one:");
scanf("%d%d",&a_r,&a_c);
printf("\nenter rows and columns for matrix two:");
scanf("%d%d",&b_r,&b_c);
if(a_c!=b_r )
    {
    printf("\ncan not multiply");
goto again;
    } /* allocate memory for matrix one */
a=(int **) malloc(10*a_r);
for( i=0;i<a_c; i++)
    {
    a[i]=(int *) malloc(10*a_c);
    }

/* allocate memory for matrix two */
b=(int **) malloc(10*b_r);
for( i=0;i<b_c; i++)
    {
    b[i]=(int *) malloc(10*b_c);
    }
}
```
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```c
{ 
    b[i]=(int *) malloc(10*b_c);
} /* allocate memory for sum matrix */

for(i=0;i<b_c; i++)  
{ 
    c[i]=(int *) malloc(10*b_c);
}  
printf("Initializing matrices...\n");
printf("Hello");
start =clock();  //start the timer

//initializing first matrix
for(i=0;i<a_r; i++) 
{ 
    for(j=0;j<a_c; j++) 
    { 
        a[i][j] = i+j;
    }
}

// initializing second matrix  
for(i=0;i<b_r; i++)  
{ 
    for(j=0;j<b_c; j++)  
    { 
        b[i][j] = i*j;
    }
}

/*initialize product matrix */
for(i=0;i<a_r; i++)  
{ 
    for(j=0;j< b_c; j++)  
    { 
        c[i][j]=0;
    }
}

/* multiply matrix one and matrix two */
for(i=0;i<a_r; i++)  
{ 
    for(j=0;j<a_c; j++)  
    { 
        for(k=0;k<b_c; k++)  
        { 
            c[i][j]=c[i][j]+a[i][k]*b[k][j];
        }
    }
}
```
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```
printf("******************************************************\n");
printf ("Done.\n");
   end= clock();  //end the timer
   dif = ((double) (end - start)) / CLOCKS_PER_SEC;  //store the difference
   printf("Parallelization took %f sec. time.\n", dif);
/*free memory*/
   for(i=0;i<a_r; i++)
   { free(a[i]);
   } free(a);
   for(i=0;i<a_c; i++)
   { free(b[i]);
   } free(b);
   for(i=0;i<b_c; i++)
   { free(c[i]);
   } free(c);
}

source code (Matrix multiplication + OpenMP)

/*objective:
matrix multiplication in dynamic way
*/
#include <stdlib.h>
#include <stdio.h>
#include <omp.h>

int main(int argc, char *argv[])
{

   int **a,**b,**c;  // variables to store allocated memory
   int a_r,a_c,b_r,b_c, nthreads, tid, chunk =10;  //variables to input matrix
   size and variables to be used by OpenMP functions
   double dif;  //variable to calculate the time difference
   int i,j,k;  // variables to be used in for loops to
   generate matrices
   again:
    printf("\nenter rows and columns for matrix one:\n");
    scanf("%d%d",&a_r,&a_c);
    printf("\nenter rows and columns for matrix two:\n");
    scanf("%d%d",&b_r,&b_c);
    if(a_c!=b_r )
    {
```
printf("\ncan not multiply");
goto again;

/* allocate memory for matrix one */
a=(int **) malloc(10*a_r);
for( i=0;i<a_c; i++)
{
a[i]=(int *) malloc(10*a_c);
}

/* allocate memory for matrix two */
b=(int **) malloc(10*b_r);
for( i=0;i<b_c; i++)
{
b[i]=(int *) malloc(10*b_c);
}

/* allocate memory for sum matrix */
c=(int **) malloc(10*a_r);
for( i=0;i< b_c; i++)
{
c[i]=(int *) malloc(10*b_c);
}

printf("Initializing matrices...
");
printf("Hello
");
double start = omp_get_wtime( ); //start the timer

/*** Spawn a parallel region explicitly scoping all variables ***/
#pragma omp parallel shared(a,b,c,nthreads,chunk) private(tid,i,j,k)
{
    tid = omp_get_thread_num();
    if (tid == 0)
    {
        nthreads = omp_get_num_threads();
        printf("Starting matrix multiple example with %d threads
",nthreads);
    }

    //initializing first matrix
    #pragma omp for schedule (static, chunk)
    for(i=0;i<a_r; i++)
    {
        for(j=0;j<a_c; j++)
        {
            a[i][j] = i+j;
        }
    }

    // initialzing second matrix
    #pragma omp for schedule (static, chunk)
    for(i=0;i<b_r; i++)
    {
        for(j=0;j<b_c; j++)
        {
            b[i][j] = i*j;
        }
    }

    //initializing multiple matrix
    #pragma omp for schedule (static, chunk)
    for(i=0;i<nthreads; i++)
    {
        for(j=0;j<nthreads; j++)
        {
            c[i][j] = a[i][j] * b[i][j];
        }
    }
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/*initialize product matrix */
#pragma omp for schedule (static, chunk)
for (i=0; i<a_r; i++)
{
    for (j=0; j<b_c; j++)
    {
        c[i][j]=0;
    }
}

/*** Do matrix multiply sharing iterations on outer loop ***/
/*** Display who does which iterations for demonstration purposes ***/
printf("Thread %d starting matrix multiply...
", tid);
#pragma omp for schedule (static, chunk)
for (i=0; i<a_r; i++)
{
    //    printf("Thread=%d did row=%d
", tid, i);
    for (j=0; j<a_c; j++)
    {
        for (k=0; k<b_c; k++)
        {
            c[i][j]=c[i][j]+a[i][k]*b[k][j];
        }
    }
}
} /*****end of parallel region****/

printf("*******************************************************************************");
printf ("Done.
");
    double end = omp_get_wtime ( );  //end the timer
dif = end - start;  //store the difference

printf("Parallelization took %f sec. time.
", dif);
/*free memory*/
for (i=0; i<a_r; i++)
{
    free(a[i]);
}
free(a);
for (i=0; i<a_c; i++)
{
    free(b[i]);
}
free(b);
for (i=0; i<b_c; i++)
{
    free(c[i]);
}
free(c);}